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Introduction

The “money view” is a credit theory of money, in the language of Schumpeter (1954, 717), who urged such an approach by contrast to the more familiar monetary theories of credit that start from metallic coin or fiat notes.  In a credit theory of money we proceed in the opposite logical direction, on the view that in a developed credit system actual payments in base money are few and exceptional.  
Schumpeter himself seems to have thought that Leon Walras was engaged in such a project, and so he likely would have approved the postwar project of “monetary Walrasianism” (Mehrling 1997, 150-156), exemplary authors being Modigliani (1944), Patinkin (1956), and Tobin (1969).[footnoteRef:1]  Schumpeter would have approved, but the actual origin of this approach seems to have beennot Schumpeter himself but rather Jacob Marschak (1938), starting before the war (Mehrling 2010).  The whole idea was to integrate value theory and monetary theory (the subtitle of Patinkin’s book) by treating the supply and demand for money analogously to the way we treat the supply and demand for any (other) commodity.   [1:  Schumpeter’s own attempt at a credit theory of money, drafted largely in 1925-1934, was only published posthumously (Schumpeter 2014).  Messori (1997) tells the story.] 

But it didn’t work, and today the monetary Walrasian project has largely been supplanted by modern finance.   Just so, the dominant macroeconomic framework today, the so-called Dynamic Stochastic General Equilibrium model, follows finance by constructing an essentially non-monetary model of macroeconomics, with a central bank deus ex machina added to nail down the price level and the nominal rate of interest (Woodford 2003, Castillo-Martinez and Reis 2024).  Whatever we may think of this as a model of the world, it most definitely is not a credit theory of money.   
A lot of people are unhappy about this, but it is not at all clear how best to proceed.  As Hahn pointed out long ago, the standard formalism for Walrasian general equilibrium, the so-called Arrow-Debreu model, has no place in it for money (Hahn 1965, 1985).  And so we limp along with a variety of patches and policy models of varying usefulness, all of them lacking fundamental analytical foundations.  The recent Nobel award to Bernanke (1983), and Diamond and Dybvig (1983), recognized the most popular approaches in that vein, but the very fact that the cited papers date from forty years ago, tells you how long we have been limping along in this manner.  
And meanwhile, the world around us has never been more fundamentally monetary and financial than it is today.  Figure 1 shows cross-border banking claims as they expanded in the run up to the Global Financial Crisis of 2008-2009.  It is a picture of global bank balance sheets bestriding the system of nation states, knitting together various political “islands” into a single global economic entity.  The US, Europe, and Asia/Pacific are apparently key nodes of this global entity.  Note that the web of promises to pay goes both ways, connecting these three disjoint geographical regions into a single integrated entity.  

  [image: ]
Source:  Avdjiev, McCauley, Shin (2015)
In retrospect, we can understand the Global Financial Crisis of 2008-9 as the growing pains of this entity.  At the time it seemed more like the death throes, but what happened after was instead the first steps of expansion beyond the Global North core to the Global South periphery:  Latin America, Emerging Europe, and Africa and the Middle East.  The Zero Interest Rate Policy (ZIRP) in the North, in the aftermath of the GFC, was a crucial driver of this development.  New channels of capital flow, in both directions, were forged as a consequence of the search for positive yield by the Global North, channels that today are experiencing their own stress test as US monetary policy, essentially global monetary policy, is tightening.
The point to hold on to is that this is what the world looks like outside the window, but standard economics lags behind.  Standard theory did not see the crisis coming, and was not much use in fighting it, so central bankers fought it on their own, trying this and that until finally they hit upon something that put a floor on the crisis, namely the $700 billion liquidity swaps between the Fed and other major central banks (Mehrling 2011).  But once the crisis was over, these emergency measures were put back on the shelf and the pre-crisis analytical frame was brought back out into central view, now with various more or less ad hoc frictions to help it fit the data.  And that’s where we are today.  Again, a lot of people are unhappy about this, but it is not at all clear how else to proceed.
The following chapters are an attempt to sketch a possible alternative course.  In retrospect, monetary Walrasianism was a bust, but Schumpeter’s idea of a credit theory of money was not.  Indeed, in the history of economic thought, such an approach has always had its place, a minority place to be sure, but always a place.  Our task thus is not so much invention of something new as it is archeological recovery of foundations on which a money view for modern times can be built.  
For the present author, two such archeological dig sites have been especially productive.  First there is the British central banking tradition of Bagehot, Hawtrey, Sayers, and Goodhart.  Central bankers issue the means of payment that the global web of promises reference; their liabilities are what everyone else is promising to pay.  This is important because it places central banks in a position to serve as lenders of last resort when the system experiences its periodic growing pains, known as financial crises.  The Bank of England was the central bank not only for England but also for the British Empire, and hence the globe.  Not surprisingly, that experience produced a literature that we can plumb for insights into how our own present global system works.
The second dig site is the American institutionalist tradition of Dunbar, Young, John H. Williams, Minsky, and Kindleberger.  This site is particularly useful precisely because the US for so long had no official central bank, only especially central private bankers operating out of New York.  (The Bank of England also had its origins as a private bank, but that was already a distant memory by the time of Bagehot.)  The Federal Reserve was created in 1913 as a kind of nationalization of that pre-existing private system, in an attempt to foster greater domestic stability, and also to limit the transmission of periodic American stresses to the international system then operating out of London.  If historically the view from London is the view from the top of the international monetary hierarchy, then the view from New York is historically the view from the bottom which, however reluctantly, in the period from the Fed’s founding in 1913 to Bretton Woods in 1944 eventually emerged itself on the top.  Not surprisingly, that experience also produced a literature that we can plumb for insights into how our own present global system works.
In both cases, our archeological digs find a strong credit theory of money tradition, i.e. the money view.  In the British case, this tradition arises from the fact that sterling, not gold, was global money and so de facto the Bank of England wound up with responsibility for managing global money.  In the American case, this tradition arises from the fact that private bank liabilities, not the National Bank note inherited from Civil War finance, was domestic money and so de facto the New York banking consortium wound up with responsibility for managing domestic money.  Thus, neither the metallic nature of ultimate money (for the British) nor the fiat nature of ultimate money (for the Americans) was the important thing.  The important thing was credit, promises to pay, and the dynamics of the web those promises constructed.
And so it is today.  The pages that follow are an attempt to build a money view for present times, inspired by these two literatures.  References to the historical experience of Britain and the US will be few, as also references to the economic literature that tried to make sense of that historical experience contemporaneously.  Our purpose is to understand today.  The point of this introduction is to pay homage to that historical experience and to that historical literature, on which the subsequent account builds.  
Indeed, the money view presented below was constructed explicitly by looking at present events (as recorded for example in the pages of the Financial Times) through the lens of the historical British and American literature.  Fifteen years of teaching Economics of Money and Banking got me a certain distance, as recorded in the MOOC filmed in Fall 2012:  www.coursera.org/learn/money-banking.  A further decade of construction, now using the analytical frame of the MOOC rather than the historical literature, got me to where I am today, as recorded in the pages below.  
By contrast with standard approaches, the money view sees the problem not as a matter of incomplete or imperfect markets, but rather as a matter of an incomplete and imperfect theory of markets:[footnoteRef:2] [2:  On this point I have taken inspiration from Hicks (1989) who I interpret as himself building on the British central banking tradition mentioned above.] 


1. Settlement, not (just) relative price, is a key coordinating mechanism for a decentralized market economy.
2. Liquidity is not a free good, not in money markets, not in financial markets, and a fortiori not in commodity markets or labor markets. 

Neither of these ideas plays any substantial role in standard academic economics or finance.   But both are centrally important to banking practitioners, both private and public.  The “money view” outlined below is an attempt to put the rules of thumb and common knowledge of practical bankers into some analytical order, so as to make them visible to standard academic economics and finance.      
These ideas are not in standard economics, but they could be, as I hope to demonstrate in the following pages.  And also they should be, as I will be arguing, since the world outside the window is what we need to understand, and these features are essential for understanding that world.  Economics has made a lot of progress by abstracting from them, but for monetary matters they are of the essence and need to be put front and center.


Chapter 1:  A Web of Promises to Pay
The key starting point is to understand the monetary and financial system not as a specific and separate sector of the economy (as in NIPA and even Flow of Funds accounting), but rather as the foundational infrastructure of the larger economy, in all of its sectors.  
Toward that end, we begin by imagining that the entire monetary and financial system is one big bank, at which each one of us—whether household, business, or government—has an account.  We might have a positive account (which is a liability for the bank), holding some of it in the form of a demand claim, some in a term account bearing interest, and some in the form of a long term security (bond or equity) issued by the bank.  Or we might have a negative account (which is an asset for the bank), some of it perhaps in the form of short term revolving credit, some of it longer term as a loan or bond, and for business entities some in the form of their own equity.  Actually, we might have both positive and negative accounts and it is our gross exposure that matters; we do not net out positive and negative accounts.
The entire bank balance sheet is thus made up of time-dated promises to pay, of differing maturities, both on the liability side and on the asset side.  And everyone else’s balance sheets are similarly made up of time-dated promises to pay, of differing maturities, both on the liability side and on the asset side.  Some of us may be net creditors of the bank, and some net debtors, but in general everyone is both gross creditor and gross debtor.  For a household, think gross creditor as deposit holder, and gross debtor as mortgage borrower.  The general case for households is also the general case for businesses and governments.  
The point to hold on to is that, in our interface with the one big bank, each of us faces a time-dated series of anticipated cash flows, both inflows and outflows, from today on into the future.   For present purposes, take “cash flow” to refer concretely to changes in our demand claims on the bank, call it money or even cash for short, but think of it as a bank deposit account.  For non-banks, cash outflow means transferring present holdings of demand claims to others in settlement of a maturing debt.  And cash inflow means accepting holdings of demand claims from others in settlement of a maturing asset.  
So far, by construction, the counterparty for both outflows and inflows is always the bank.  But an immediate extension is to imagine non-banks holding claims against one another directly, again both short term and long term, and using bank demand claims to settle with non-bank counterparties at maturity.   With this extension, Table 1 shows the monetary and financial infrastructure setup so far.  The first line shows the big bank as kind of general intermediary and counterparty for everyone.  The second line shows non-intermediated financial relations between non-banks.  

Table 1
One Big Bank (Infrastructure)				Rest of World
	Assets
	Liabilities
	Assets
	Liabilities

	
Short term lending
Long term lending
Equity
	Demand claims
Short term borrowing
Long term borrowing
Bank Equity
	Demand claims
Short term lending
Long term lending
Bank Equity
	
Short term borrowing
Long term borrowing
Equity

	
	
	Short term lending
Long term lending
Equity
	Short term borrowing
Long term borrowing
Equity



Gurley and Shaw (1960) famously called the first line of this Table “indirect finance” and the second line “direct finance”.  Their significant point was that indirect finance is better than direct finance in the sense that the ultimate borrower and the ultimate lender (both in Rest of World) can be offered different terms, according to what they prefer.  Nothing like this is possible in direct finance, however, since the terms agreed by the lender are, by construction, exactly the terms agreed by the borrower.  We will come back to this point below when we consider institutional differentiation and evolution within this general set-up.
To anticipate, so-called “shadow banking” and the “global dollar system” will emerge as the central institutional features of the present monetary and financial infrastructure, features that underlie the present globalized form of market production and exchange.  It will take us a while to get there, but it will be helpful to have that ultimate goal in mind from the beginning, hence Table 2 which should be understood as a sketch of the present concrete institutional form of the one big bank in Table 1.  The remainder of this essay can be understood as building out the connections between these two Tables.


Table 2
EME				Japan				France
	Assets
	Liabilities
	Assets
	Liabilities
	Assets
	Liabilities

	

$ deposits
	$ bonds
	$ bonds


¥/$  FX basis swaps
	¥ deposits
$ term funding
	
$ term funding

€/$ FX swaps
	€ deposits

$ deposits



Depicted in boldface is the globalized form of “shadow banking”—money market funding of capital market lending--in which emerging market economies (EMEs) issue long term dollar-denominated promises to pay, which are funded on the margin by Japanese issue of dollar-denominated short term promises to pay, which are themselves funded on the margin by French issue of dollar-denominated demand claims (Aldasoro and Ehlers 2018).  
Note further that all of this is in dollars, the global “key currency”, which poses a problem for the countries involved because they all have non-dollar native currencies, specifically yen for Japan and the euro for France and perhaps we could say “peso” generically for the EME.  The Table shows Japan and France using yen and euro FX swaps to manage the exchange risk they face.   And it shows the EME using owned dollar reserves to ensure their ability to make regular dollar payments on dollar bonds in the face of likely peso exchange rate volatility that cannot be hedged directly for lack of the necessary FX swap market.
For completeness, it should be noted that the whole system depicted in Table 2 is presently backstopped by a system of central bank liquidity swaps with the Federal Reserve Bank of the United States, i.e. the native issuer of dollars, but we reserve discussion of that for later.  For present purposes, the important point to hold on to is that the actually existing international monetary and financial system comprises a variety of more or less sophisticated institutions that operate to knit disparate units into something arguably approximating the one big bank of Table 1.


The survival constraint and the alchemy of banking   
Importantly, there is no particular reason to expect that, for any particular entity at any particular time, cash inflows are greater than cash outflows.  In fact, since by construction everyone’s cash inflow is someone else’s cash outflow, it is inevitable that some agents will be deficit (outflows greater than inflows) and some surplus (inflows greater than outflows).  By default, these net flows “settle” by drawing down or building up demand claims at the bank; promises to pay are promises to pay cash, and the payment of cash therefore fulfills the promise.  It follows that holdings of demand claims can be considered “reserves”, which fluctuate up and down for each holder depending on the realized pattern of cash inflows and outflows.
In the money view, the requirement to settle your debts as they come due plays a central role, and we explicitly do not assume that reserves are always sufficient for that purpose; this is a key differentiating feature from standard theory.  Rather, the important point is that the discipline of eventual settlement is in the mind of all who issue promises to pay, as well as in the mind of all who accept those promises and depend on their fulfillment.  At the moment of issue, both parties know that the future is uncertain, with the consequence that realized cash inflows may be insufficient to meet promised cash outflows, an insufficiency conceivably large enough or lasting long enough to exhaust accumulated reserves.  What happens then?
There are two possibilities, borrowing and liquidating.[footnoteRef:3]  Borrowing means acquiring present demand claims from someone who currently possesses more than they need.  Since surpluses and deficits always add to zero across the economy, there is always someone with a surplus who can conceivably be found and then potentially convinced (by means of price) to lend that surplus to meet a present deficit.  When successful, the result is to push off settlement to a later date, the maturity date of the new loan.  But the problem of finding and convincing is not trivial, and that problem brings into focus a key degree of freedom that arises from the fact that cash is a liability of the bank, which means that the bank can always in principle make more of it.  In the money view we call this the “alchemy of banking”. [3:  Brunnermeier and Pedersen (2009) call these possibilities “funding liquidity” and “market liquidity” respectively.] 

Indeed in our imaginary we will typically be treating bank loans as arising from a swap of IOUs between the bank and some non-bank individual; the bank accepts a promise to pay at some date in the future and issues its own demand claim to pay today.  The important point is that, since the new demand claim is indistinguishable from existing demand claims, it is in practice “cash” and can therefore be used just like previously accumulated cash holdings to meet maturing promises to pay.  Thus, one way to settle when promised cash outflows are greater than realized cash inflows is not to draw down accumulated balances, or to bid for balances that have been accumulated by someone else, but rather simply to borrow the needed cash from the bank, which simply creates it by expanding its balance sheet on both sides.  Note that this borrowing method of settlement, whether the borrowing is from a bank or a non-bank, is fundamentally different from the cash method because it requires a counterparty willing to extend a loan.  
The second possibility, liquidation, also requires a willing counterparty.  The idea here is that the problem of convincing a surplus agent to hand over demand claims may be easier if the prospective counterparty for the surplus agent is not the needy deficit agent herself but rather someone else whose previously issued promises to pay are currently owned by the deficit agent.  In this case, the deficit agent can just sell those promises for present demand claims, and then use the demand claims to meet the deficit.  Note however that here again the problem of finding and convincing (again by means of price) is not trivial, and that here again the potential elasticity of bank credit adds a degree of freedom.  A bank that stands willing to buy existing financial assets with newly created demand claims can serve as backstop for the liquidation method of settlement, in much the same way that it can serve backstop for the borrowing method.   
I have emphasized that both of these possibilities require a willing counterparty, which in principle may limit their immediate usefulness.  In both cases, therefore, we may imagine some pre-commitment by the bank—a standing credit line for vetted customers, or a standing discount window commitment against a list of acceptable collateral respectively—which serves not only as backstop in case no non-bank counterparty can be found, but also as encouragement for such potential counterparties to step forward in the first place.  Counterparties have less need to hoard surplus reserves if they know that they themselves will be able to replenish their holdings in case of need.   And the bank has less need to acquiesce to demands for last resort lending if first resort lending is readily available from non-bank counterparties.
The central point to hold on to in all of this is that borrowing and liquidation are both ways to relax the discipline of settlement, for a price, the price that convinces holders of reserves to lend or buy.  In this way, as Schumpeter proposed, “money” need change hands only exceptionally, since most everything can be done with credit.  The discipline in the system comes not from quantity but from price, not from the scarcity of the final means of payment but from the cost of pushing off the day of reckoning into the future.  And when the price mechanism fails then “lender of last resort” or “dealer of last resort” by the bank, which mobilizes the alchemy of money to shift a binding survival constraint today into the future, is always a potential remedy, so avoiding possible default.  
Indeed, more importantly, such intervention can avoid a potential cascade of defaults that threatens because one agent’s cash outflow commitments are another agent’s cash inflow anticipations.  One agent’s failure to meet its deficit can therefore force deficits onto its counterparties, which they may be unable to meet.  Last resort bank intervention can halt this cascade before it gets started, at least potentially.  Of course, in practice there are many obstacles to such intervention, political and economic, but we put these aside for the moment.  For present purposes it is most immediately important to appreciate the nature of the infrastructure underlying a market economy.  In the money view, money is not so much a medium of exchange for trading goods as it is a means of payment for settling debts.
In sum, note that these three ways of handling a mismatch between cash inflow and cash outflow—drawing down cash holdings, borrowing either from the bank or someone else, and selling a financial asset either to the bank or someone else—are clearly exhaustive.  All actual cases must necessarily fall into one of these three idealized cases.  Table 3 draws it all together using the framework of Sources and Uses accounting.
Table 3
				Deficit Agent				Surplus Agent
	
	Uses
	Sources
	Uses
	Sources

	G&S 
	Net outflow
	
	
	Net inflow

	FA
	
	Liquidation
	Accumulation
	

	FL
	
	Borrowing
	Lending
	

	M
	
	Dishoarding
	Hoarding
	


 
In the first row, I show deficits and surpluses arising from mismatch between cash inflows and cash outflows on the Goods and Services account, which we are seeing here for the first time (above the bold line).   For present purposes, we leave investigation of the origin of deficits and surpluses to one side, and focus instead on the variety of ways these deficits and surpluses can be met (below the bold line).  The cash method is shown in the fourth row (M for “money”) involving a transfer of a demand claim from the deficit agent to a surplus agent.  The borrowing method is shown in the third row (FL for Financial Liabilities), and the liquidation method in the second row (FA for Financial Assets).  In the previous text we have imagined borrowing and liquidation as methods of acquiring money which is then subsequently spent to meet the deficit.  In Table 3, for simplicity, we just show the net, for both deficit and surplus agents.
Table 3 shows settlement between deficit agents and surplus agents, implicitly assuming that they find one another and come to terms on price.  For completeness, it will be helpful to have in mind also how exactly the bank backstop works, hence Table 4.

Table 4
				Deficit Agent					Bank
	
	Uses
	Sources
	Uses
	Sources

	G&S 
	
	
	
	

	FA
	
	Liquidation
	Accumulation
	

	FL
	
	Borrowing
	Lending
	

	M
	Hoarding
	
	
	Dishoarding



Here I show the new demand claims issued by the bank as a case of dishoarding, since the new claims are its liabilities, a source of funds that is used either to fund a new loan (lending) or to buy an existing asset (accumulation).  Note that the bank has no cash flows above the line, only below.  In both cases its function is to supply demand claims to the deficit agent, which the deficit agent subsequently transfers in settlement to its non-bank counterparty, by dishoarding as in the fourth row of Table 3.

Hierarchy, Domestic and International
The somewhat awkward accounting treatment of the bank in Table 4--“dishoarding” not as spending from previously accumulated balances but rather as creation of new negative balances--is symptomatic of a fundamental hierarchical feature of the abstraction that we are developing.  By construction, everyone can issue promises to pay, but only the bank can issue demand claims that function as money.  Non-banks settle by transferring these claims among themselves, borrowing or liquidating as needed to acquire them, mostly between one another but at least possibly from the bank itself.
So far our hierarchy has only two layers, the bank and everyone else, but an immediate extension is to imagine a further hierarchy within the monetary and financial system itself.  Toward this end, let us suppose that there is not one big bank but rather multiple banks, so that the problem of (retail) settlement between deficit agents and surplus agents becomes a problem of (wholesale) settlement between the bank of the deficit agent and the bank of the surplus agent.  The question then arises what banks themselves find to be acceptable means of payment.  Here we posit the emergence of a central bank, whether private or public we need not specify at this point.  
A further immediate extension is to imagine a world of multiple central banks, each in its own country with its own native currency, and so the question then arises what central banks find to be acceptable payment between themselves.  Here we posit the emergence of a “key currency”, the native currency of one particular country whose banking system serves as international money.  So now we have a hierarchy with four layers:  securities at the bottom are promises to pay bank deposits, bank deposits are promises to pay central bank money, and central bank money is a promise to pay international money.  Graph 1 depicts that hierarchy as a pyramid, with the ultimate money at the top and credit at the bottom, means of payment and promises to pay respectively.
Everything we said about the two-layer hierarchy remains true for this more elaborated hierarchy, although importantly what counts as money and what counts as credit depends on what layer we are talking about.  Bank deposits are money for non-banks, but merely credit for other banks.  Central bank deposits are money for banks, but merely credit for other central banks.  
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At each layer, settlement involves transfer of demand claims that have been issued by the layer above.  That is the discipline in the system, and also the incentive for each layer to hold the liabilities of the layer above as reserves.  But in each layer that discipline can also be relaxed by mechanisms of borrowing and liquidation which transfer reserve holdings from surplus agents to deficit agents, and also by last resort lending from the layer above.  As we move up the hierarchy, the problem of finding the necessary counterparty arguably gets easier, simply because the system is more concentrated, with fewer players who are moreover in regular interaction with one another.  (This is one reason that organized clearinghouses and settlement systems emerge naturally.)  But the problem of price remains.
Two prices are key, the price of borrowing and the price of liquidation, which we may provisionally identify with the money market and the capital market respectively.  Concretely, banks that need to settle with one another can borrow/lend in the wholesale money market, or sell/buy some “secondary” reserve asset in liquid capital markets.  In a later section, we will be considering how these prices are determined.  For now the point to hold on to is that, in accordance with our operating one-big-bank image, we imagine that these two prices are determined in a single global market.  Perhaps different banks pay slightly different rates and perhaps different securities sell for slightly different prices depending on risks of various kinds, but the overall complex of rates and prices moves together (see Neilson 2021).  
In the money view, the world is thus a web of interlocking promises to pay stretching out into the unknown future, a web that connects everyone to everyone else.  At any moment in time, the state of that web is reflected in the complex of interest rates and asset prices, which everyone knows are subject to change over time.  The point to hold on to is that agents who are contemplating the issue or acceptance of a promise to pay, no matter what layer of the hierarchy they are in, will be keeping in mind the operation of the system as a whole which determines the present price of their promises, and also the possible future price of those promises and the price of future refinance should liquidation or borrowing prove necessary.  Importantly, individuals with time-dated anticipated cash inflows and outflows (quantities) confront the possibility of trading these anticipated flows with the rest of the world (prices) in order to adjust their anticipated future net flows as well as their present net flows.  In this way, in the money view the question of portfolio choice is substantially about the alignment, or strategic disalignment, of future cash outflows and inflows.    
The introduction of these additional layers of hierarchy involves also two additional prices, between the forms of money at the different layers.  Just so, the price of “par” is the price of bank deposits in terms of central bank deposits.  Since deposits are promises to pay central bank money on demand, that price had better be one, in effect a fixed exchange rate between money at two different levels of the hierarchy.  For defense of par, banks may hold reserves but also typically have privileged access to wholesale money markets and ultimately central bank credit; the result is that fluctuation in demand between the two types of money typically shows up as fluctuation in quantity not in price.  This is one end of the spectrum.
At the other end of the spectrum is the “exchange rate”, the price of one central bank’s currency in terms of another’s or, lower down the hierarchy, the price of one country’s bank deposits in terms of another’s.  Some central banks may peg their currency to another (e.g. the key currency), and commit to defend that peg, but always the peg is provisional, so we call it a fixed exchange rate rather than par, to allow for the possibility that the price may change under some future circumstance.  More generally, exchange rates are not pegged, but also they are usually not left simply to fluctuate in response to every vagary of demand.  We leave to a later section consideration of how exactly the exchange rate is determined.  For now, the important thing to have in mind is that the multiplicity of national money is itself hierarchical.
We have already introduced two layers of that international monetary hierarchy, in the distinction between key currency and central bank currency.  But central bank currencies are themselves organized hierarchically.  Exactly why this is so, and what are its implications for policy, we will come to in time.  But until that time it will be useful to have in mind the hierarchy sketched in Graph 2.  The dollar is the key currency, major currencies of the Global North are just below, more minor currencies of the Global South lie below that, and then everyone else.  

Graph 2


All countries face the problem of managing their interface with the global monetary and financial system, in which the global prices of money at both short and long term are determined.  But that interface is radically different depending on where you are in the global hierarchy of money.  Just so, in Table 2 above, we emphasized that the global shadow banking system is also a key currency (dollar) system, and pointed out the challenge that poses for non-dollar countries.  Our stylized example implicitly had three layers of hierarchy—USD, then EUR and JPY, then “peso”.  And the different layers relied on different mechanisms to manage their interface with the global system—borrowed reserves for EUR and JPY but   owned reserves for the “peso”.  In Table 2, the hierarchy was thus already implicit; now we make it explicit.

Flux and Reflux
Up to this point, we have put central emphasis on the discipline of settlement, which forces individuals to pay attention to their interface with the larger economy, i.e. forces them to attend to the time pattern of cash inflows from and outflows to that larger economy.  What counts as cash depends on where you are in the hierarchy of money, but the discipline of settlement is ubiquitous.  Indeed, in the money view it is that discipline that produces whatever coherence a market economy has.  At every moment of time, the important prices that feed into individual economic decisions are the prices of money:  par and the exchange rate express the relationship between different forms of spot money, and interest rates and asset prices express the relationship between money today and money in the future, short-term and long-term.
Also up to this point, we have introduced the institutions of money and finance which respectively concern settlement and valuation of promises to pay, but not yet the institution of banking, which concerns the creation of new promises, to which we now turn (see Graph 3).  We have, to be sure, pointed out in passing a certain “alchemy” of banking, but mainly to point out its potential use when maturing promises come due and settlement constraints bind, specifically the case when deficit agents are unable to find willing surplus counterparties to help them out.  We turn attention now to the other end of the problem, no longer the settlement of maturing promises but now the creation of new promises payable at some time in the future.
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Source:  Eli Parra, depicting Mehrling (2017)
In general, in the money view, we think of credit creation as a balance sheet operation, indeed as a swap of IOUs between a bank and a customer, specifically a time-dated IOU from the customer and a demand claim IOU from the bank.  The alchemical quality of such an operation arises from the fact that it creates new purchasing power that the customer is free to spend without having to save up before hand, and also without having to convince anyone else to give up their own prior saving.  We call this endogenous expansion of credit “flux”.
Flux is apparently an awesome power, and it is therefore not surprising that there is considerable jockeying to get access to it.  Households want it, businesses want it, and governments want it; access to credit is a privileged opportunity to implement your own vision of the future, and banks serve as gatekeepers to that privilege.  What everyone else wants, the banks have, by construction in our setup which admittedly puts to one side the question of whether that construction is legitimate or not.  We are not presently concerned so much with the question of who should get the credit but rather with a prior question, What economic forces discipline this awesome power?  Box 1 recalls some familiar ideas about regulatory discipline, but in the money view we take a more fundamental approach by asking first what market forces already exist to discipline the flux.  We call this discipline “reflux” as a way of reminding ourselves that it involves an endogenous contraction of credit. Box 1
For as long as there has been economics, economists have worried that the forces of discipline for flux are inadequate, and so looked to devise additional purpose-built constraints to rein in the awesome power.  Why so?  Basically because flux seems to be at the heart of what Ralph Hawtrey (1932) called “the inherent instability of credit”.  In practice, flux seems inevitably to lead to excess credit expansion, an unsustainable boom that inevitably leads to indiscriminate bust that takes down the worthy as well as the unworthy.  If only flux could be controlled, perhaps by channeling credit preferentially to “productive” rather than “speculative” credit?  That’s a matter of allocation in the first instance—who gets the credit?—but also a matter of aggregates—how much credit do they get?  
Toward this end, regulators of banking have sometimes put their hopes on controlling bank reserves, imagining a rigid “money multiplier” that prevents banks from expanding their balance sheet beyond a certain multiple (1/RR, where RR is the reserve requirement).  More recently they have put their hopes on controlling so-called “risk-weighted capital”, again an attempt to keep banks from expanding their balance sheet beyond a certain multiple (1/CR, where CR is the capital requirement).  But repeatedly these efforts have been frustrated, in general by shifting credit off of the balance sheets that regulators are watching and onto others that they are not.  And really, isn’t that what we should expect?  It is hardly surprising that parties who want to trade find ways to do so. 


In thinking about this question we take inspiration in part from the 19th century Banking School--Tooke 1844 and Fullarton 1844 in Britain mainly but there were also Americans such as Laughlin 1924 and Willis 1923--who not only emphasized the mechanisms of reflux but also suggested that these mechanisms were sufficient to ensure that there never could be excess money creation, from which result they drew the conclusion that there was no need for management of the money creation process.  They overstated the case, as we will see, and as a consequence brought their own version of the money view into disrepute.  Nevertheless, because they were money viewers, this is the place to start.
Mostly these early authors were thinking of banking as a matter of discounting short term bills of exchange that financed goods on their way to final sale, so-called “real bills” which were thought to be inherently self-liquidating once the referenced goods were sold.  By discounting these bills, in effect banks monetized some fraction of business credit, thereby meeting the “needs of trade” (in the lingo of the time).  The important point was that any excess money issue that might be created in this way (flux) could easily and regularly flow out of the economy in repayment of maturing bills (reflux).  In this way, reflux was supposed to regulate flux.
It is important to appreciate that this point of view arose from a kind of money view.  Concretely, these early authors imagined bankers holding portfolios of short term bills maturing at various dates in the near future.  On any given date, some of the bills would be maturing, and the result was a regular cash inflow which the bank could put to work by discounting new bills, so matching their structural cash inflow with discretionary cash outflow.  Importantly, a bank like that might also be able to issue its own cash liabilities, notes or demand claims, relying on its ability simply to divert cash inflow from new discounts to redemption of its own liabilities, whenever demanded.   
For modern money view purposes, we need to extend this mode of analysis to longer term credits (Mehrling 2022).  For this purpose, think of banking not as a matter of discounting a commercial bill but rather as a matter of making a mortgage loan to a household (to me, say), involving a swap of IOUs wherein I use newly created money to purchase a home (from you, say).  The balance sheets in Table 5 show how this purchase is effected.  The first line is the swap of IOUs, the second the home purchase, and the third the immediate funding of the mortgage in the money market as my bank (deficit at the clearing) borrows reserves from your bank (surplus at the clearing).


Table 5
My bank			Me			You			Your Bank
	Assets
	Liabilities
	Assets
	Liabilities
	Assets
	Liabilities
	Assets
	Liabilities

	+mortgage
	+deposit
	+deposit
	+mortgage
	
	
	
	

	
	
	-deposit
+house
	
	+deposit
-house
	
	
	

	
	-deposit
+MM borrowing
	
	
	
	
	+MM lending
	+deposit



Note that it is new money (flux) that has enabled the transfer of the house from you to me, and the source of that new money is your willingness to hold your own bank’s liability, and also your bank’s willingness to hold my own bank’s liability.  Neither of these sources however is to be depended upon for the permanent funding of a 30-year mortgage.  The question of reflux in this setup is therefore a question of what mechanisms exist for extinguishing the new money should it prove to be more than is demanded.  
Logically, there are three.  First, you might use the money you received to pay back your own loans, or you might transfer it to other people who pay back their own loans, so that at the end of the day total outstanding credit and outstanding money are back where they were.  This is recognizably a version of the mechanism emphasized by the original Banking School as discussed above.  Second, the increased money supply might stimulate spending and income sufficiently to raise money demand to equal the new money supply.  This is the mechanism emphasized by traditional Keynesian macroeconomics, about which we will have more to say in a later chapter.  Third, you might use the new money to purchase (for example) an annuity that is funded (say) by a mortgage loan purchased by an insurance company from the bank.  In this way, the new money is extinguished but the new credit remains, albeit no longer on the balance sheet of the banking system narrowly conceived.  
Under modern conditions it is this third mechanism of reflux that is the most relevant, and so worth spelling out in greater detail as in Table 6.  The first line shows your purchase of the annuity, while the second shows transfer of your deposit to the bank of the Insurance Company (assumed to be the same as My Bank).  The third line then shows the Insurance Company purchasing the mortgage asset from the bank, and it is here that we see the reflux, the contraction of money outstanding.  In this example, reflux comes about because wealthholders prefer to hold their wealth in the form of an annuity, not money, but the point is more general.  We could equally well imagine that wealthholders shift their deposits to a money market mutual fund which uses them to acquire asset-backed commercial paper issued by a special purpose vehicle as funding for its holding of mortgage-backed securities, i.e. money market funding of capital market lending.  That’s also reflux, in the sense that the deposit that initially funded the mortgage disappears, albeit in this case it is replaced by MMMF shares, a close money substitute.

Table 6
My bank  		Insurance Company		You			Your bank
	Assets
	Liabilities
	Assets
	Liabilities
	Assets
	Liabilities
	Assets
	Liabilities

	
	
	+deposit
	+annuity
	-deposit
+annuity
	
	
	

	
	+deposit
-MM lending
	
	
	
	
	-MM lending
	-deposit

	-mortgage
	-deposit
	-deposit
+mortgage
	
	
	
	
	



This example reveals that the elasticity of flux is fundamentally about facilitation of payment, and also that this elasticity is subject importantly to the discipline of reflux which is about the ultimate funding of new credit.  “Money funding” that leaves the new money balances in circulation is one possibility, but so is “capital funding” that extinguishes them.  And so is the classic channel of reflux in which the new credit simply replaces a maturing old credit.  In practice, we might expect that each of these three mechanisms plays some role, and that prices play a role in determining the proportion of each.  For now, the important point is that initial flux gives way to subsequent reflux, and what we observe at any moment in time as the total amount of credit and the total amount of money is a result of both flux and reflux.  

The Inherent Instability of Credit
The Banking School was thus correct to insist on the importance of channels of reflux, but perhaps incorrect in treating these channels as sufficient to regulate the destabilizing effects of flux.  Note well that nothing in the above rules out credit cycles, booms and busts, neither in prices nor in quantities.   Hawtrey’s “inherent instability of credit” remains with us, even if there is never an excess supply of money because financial intermediation readily supplies wealth holders with the portfolio of financial assets that they prefer to hold, by elastically monetizing and de-monetizing credit as demanded.  
In the money view, we envision the boom and bust cycle as involving fluctuation in the entire hierarchy of money, quantitative expansion of credit as well as qualitative monetization during the boom, and the reverse in the contraction.  In a boom the hierarchy widens and flattens; in a contraction it narrows and steepens.  It will be clear that this process involves a shift over time in the relative size of flux and reflux, and hence the relative importance of elasticity (flux > reflux) and discipline (flux < reflux).  Graph 4 shows that shift as a matter of quantities and qualities, but it is important to note (for future reference) that it will inevitably involve prices as well, and so strains on the balance sheets of any entity (e.g. our banks and central banks) whose business involves straddling the layers of the hierarchy (see Graph 1 and 2).
Graph 4
[image: ]
Even more, under modern conditions the inherent instability of credit is inherently global, involving global expansion and contraction of credit, global rise and fall of asset prices, and so requiring therefore global management of some kind.  We need more analytical apparatus before we can properly consider the possibility of management, but meanwhile it will be helpful to keep in mind the following charts which attempt empirically to measure instability under modern conditions.  The first shows the “global financial cycle” which analytically we may consider to be a combination of the inherent instability of (global) credit, plus the monetary policy of the (global) key currency central bank.  The second shows the importance of dollar credit to the emerging market economies, which apparently expands when the dollar is weak and contracts when the dollar is strong.  These both show the empirical dynamics that we need to understand as the basis for any project of modern money management.
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Source:  Aldasoro, Avdjiev, Borio, and Disyatat (2020)
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Source:  Erik, Lombardi, Mihaljek and Shin (2020)


Chapter 2:  The Prices of Money

We have been talking about interest rates and asset prices (and also exchange rates).  It is now time to confront the question how these prices are determined.  Characteristic of the money view is emphasis on liquidity factors that are abstracted from in other traditions.   It will be helpful however to begin with a brief account of some standard economic theory, the better to fix notation and to highlight the distinctive money view contribution.  The equations below treat respectively the determination of the rate of interest R, the price of a financial asset PB, and the exchange rate s.  

[1]	R = ρ + Eπ
[2]	PB = EΣδtCFt
[3]	P = sP*

In equation [1], the “real” rate of interest ρ is imagined to be determined by “real” things such as productivity and thrift, and the nominal rate R to be determined by adding the expected rate of inflation Eπ (so-called Fisher Effect after Irving Fisher).  That addition is considered to arise from negotiation between borrowers and lenders, who are both (but oppositely) concerned about a possible difference between the value of the dollar at the moment the loan is made and the value of the dollar at the moment the loan will be repaid.
In equation [2], asset prices PB are imagined to be determined as a weighted sum of promised future cash flows CFt.  Cash flows are weighted by a discount factor δ<1 that operates to discount distant cash flows by more than nearby cash flows, and also risky cash flows by more than safe cash flows.  The expectations operator E reduces future probabilistic distributions to a single number that can be summed.  Note that the nominal interest rate in equation [1] enters implicitly into the discount factor (δ=1/1+R for safe assets), so that in general a higher rate of interest reduces the present value of future cash flows.  Higher interest rates thus mechanically imply lower asset prices, and vice versa.
In equation [3], the exchange rate s is imagined to be determined by the level of prices in the two countries under consideration.  The idea here is a kind of generalization of the so-called Law of One Price.  A given tradeable good should cost the same at home as abroad, otherwise there would be an incentive to buy in the cheap market and sell in the more expensive one.
It is important now to emphasize, which is not often even mentioned in standard pedagogy, that all three of these equations are intended to explain what prices should be.  It is appreciated that in actual markets prices may differ, jiggling up and down, but it is imagined that this jiggling is grounded by the forces outlined in the equations.  Actual prices may differ from these “warranted” prices at any moment in time, but underlying economic forces operate to keep them in the vicinity, and so we are warranted in abstracting from those other forces.
In standard theory, one of those other forces is liquidity.  Abstracting from liquidity in this way amounts to assuming that liquidity plays no role in determining the warranted price, only the jiggling around that price.  In essence, the warranted price of liquidity is assumed to be zero, although it is appreciated that its actual price may differ, and sometimes by a lot as in financial crises.  That’s why, in standard theory, financial crises are treated as special cases, for which we need a special theory.  Not so in the money view, which is interested precisely in the jiggling from which standard theory abstracts, and sees financial crisis as merely an especially large jiggle, comprehensible in principle by the same forces that determine the price of liquidity in normal times.  In the money view the price of liquidity may be small in normal times but it is not zero and it is not constant, and so in principle it should enter into all three of the standard equations.  But how?
In the money view, we think of all these prices as being determined in dealer markets, and we use the economics of the dealer function to explain exactly how.  In standard theory, it is typically assumed that supply and demand confront each other directly, where they are brought into equality by movement of price.  In the dealer model, by contrast, we imagine dealers absorbing mismatch between supply and demand by themselves stepping in on the short side of the market, with the consequence that price does not have to move so much.  In doing so they are suppliers of liquidity, but not for free; that’s where the price of liquidity comes from.  Importantly, as dealers are motivated by profit, we expect competition and arbitrage across markets to lead to equalization of the price of liquidity, but not elimination of it.  
The diagram below is taken from Treynor (1987) “Economics of the Dealer Function”.  He is thinking about a dealer making a market in the stock of some publically traded company, and he is thinking about this question from the point of view of a trader.  What the trader sees in the market is what Treynor calls the “inside spread”, a publically posted bid (offer to buy) and ask (offer to sell), two prices not one.  One way that dealers make money is by buying at a lower price than they sell, and this itself might be considered a price of liquidity.  But Treynor’s emphasis is elsewhere, and so also is ours.
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His interest is fundamentally in the outside spread, which is not publically observable, and with the relationship between the outside and the inside spread.  In Treynor’s theory, dealers absorb order flow by buying and selling, and the net order flow then changes their “position”, which may be net long or net short.  As their position gets longer, dealers lower both the bid and ask, continuing to offer their services but adding to their long position only at a lower price.  As their position gets shorter, dealers raise both the bid and ask, continuing to offer their services but adding to their short position only at a higher price.  The size of the dealer’s position is limited, both short and long, by the dealer’s resources and risk tolerance.  When the dealer’s position reaches those limits, the dealer stops offering an inside spread and turns the problem over to the value-based traders who offer the outside spread. 
Treynor is interested in using this model to consider the price of liquidity, which is to say what a trader like himself pays for the privilege of buying and selling with a dealer counterparty.  For him, the most important lesson is that it is very expensive to trade with the crowd, and the reason is that if everyone in the market is trying to buy or to sell, then the observed price (the inside spread offered by the dealer) will be very near one or the other extremes of the outside spread.  If we take the midpoint of the outside spread as fair valuation (for sake of argument) then the trader risks paying too much or selling for too little.  The smart trader instead wants to make the outside spread, buying when price is beaten down below value and selling when price is bid up above value, which means buying when everyone else is selling, and selling when everyone else is buying.  This kind of trader supplies liquidity to the market, earning the liquidity premium rather than paying it.
Treynor is interested in the price of an individual stock, but his model can be adapted for our purposes, which are determination of the rate of interest and the price of financial assets in general, markets that we are presuming to be global.  By contrast to Treynor, our concern is with macroeconomic prices, not microeconomic prices.  We think of the rate of interest being determined in money markets by money market dealers, and we think of the price of financial assets as being determined in capital markets by capital market dealers.
Just so, consider the following extension of Treynor (taken from Mehrling et al 2014).  The dealer bid-ask curves slope up instead of down because we are quoting money market yields and risk spreads rather than asset prices.  But the logic of the model is the same.  I am showing here the determination of these yields during the boom before the Global Financial Crisis, when shadow banking was in expansion mode.   Pension funds, for example, were eager to get exposure to fixed income returns from mortgage-backed securities, and in doing so they drove funding yields and risk premia down, arguably away from fair value, so creating an incentive for the creation of shadow banks which, in our definition, are constructed as money market funding of capital market lending.  
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That’s the story of “normal times”.  Importantly, the story of “crisis times” uses exactly the same analytical apparatus.  Now the imbalance of supply and demand goes the other way, and so do dealer balance sheets and the prices they quote.  The diagram below shows dealer balance sheets becoming overwhelmed, which is what caused the crisis.  In the event, the central bank was able to put a floor on the crisis by essentially taking shadow-banking type exposures onto its own balance sheet, expanding on both sides.  The excess exposures in the Treynor diagram got taken up by the central bank.
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The Price of Liquidity
The drama of boom and bust is meant as a demonstration of the utility of the money view framework in both normal and crisis times.  But it is important not to be distracted by the boom-bust frame.  Specifically, economists have long observed what look to them like asset price anomalies, viewed from the standard theoretical frame.  Two such anomalies are of central importance for macroeconomics, the empirical failure of the Expectations Hypothesis of the Term Structure, and the even larger empirical failure of Uncovered Interest Parity in exchange markets (see for example Blinder 2004, Ch. 3).   In the money view, we think of these “anomalies” as arising from the pricing of liquidity.
To develop this idea, we need some more notation.  Suppose that both Forward Interest Rate Parity and Covered Interest Parity hold, so that forward rates are implied by current spot rates as in equations [4] and [5]:
 
[4]	[1+R(0,3)][1+F(3,6)] = [1+R(0,6)]
[5]	[1+R*(0,T)]S(0) = [1+R(0,T)]F(T).

Here R(0,3) and R(0,6) are three month and six month interest rates, which imply a forward rate of interest F(3,6) that can be locked in today, either short or long.   Similarly R*(0,T) and R(0,T) are T-dated interest rates in foreign and domestic currency respectively, which imply a forward exchange rate of F(T) that can be locked in today, either short or long.  By assuming FIP and CIP, we are assuming riskless arbitrage between the relevant forward and its synthetic counterpart constructed with long and short positions in the underlying cash markets.  (The Global Financial Crisis taught us that the arbitrage is not actually riskless, and ever since equations [4] and [5] do not hold as tightly as they did before, i.e. there is a price of liquidity in this relationship as well.  But put that aside for the moment.)
Intuitively we might expect that these forward rates are unbiased estimators of future spot rates, as in equations [6] and [7].  That is, our intuition suggests that both the Expectations Theory of the Term Structure and Uncovered Interest Parity should hold.  But empirically it seems not to be the case.  Why not?

[6]	F(3,6) = ER(3,6), Expectations Theory of the Term Structure;  
but empirically F(3,6) > ER(3,6)
[7]	F(T) = ES(T), Uncovered Interest Parity; 
but empirically, given R*<R, F(T) > ES(T)

The reason for our intuition is that there seems to be an arbitrage profit if the equations [6] and [7] do not hold.  So the reason for the empirical failure must be that there is some obstacle to doing the arbitrage.  As indeed there is, but that obstacle is hard to see in standard theory.  From a money view standpoint however it is almost obvious.  The obstacle is exposure to liquidity risk.
For example, consider a trader who is attempting to profit from the empirical failure of the expectations hypothesis.  She will be borrowing short and lending long, which involves deliberate mismatch of anticipated future cash inflows and outflows, specifically committing to the near term cash outflow without at the same time arranging for a contemporaneous offsetting cash inflow.  And consider a trader who is attempting to profit from the empirical failure of uncovered interest parity.  She will be borrowing in the lower interest rate currency and lending in the high interest rate currency, again deliberately mismatching anticipate future cash inflows and outflows, specifically committing to an outflow in one currency without at the same time arrangement for a contemporaneous inflow in the same currency.
The point is that in both cases the empirical pattern of asset prices can be understood as reflecting a liquidity premium, harvested by dealers making markets (Mehrling 2013).  The pattern of asset price anomalies is not evidence of some unexploited arbitrage profit, i.e. market inefficiency, but rather of market pricing of some unrecognized (by economic theory) risk, namely liquidity risk.  That price is harvested by anyone taking a naked forward position, so offering some counterparty the ability to lock in a future price of money, at the risk that when that moment arises the actual spot price of money will be something different.  The trade has expected positive profit—that’s the price of liquidity—but actual profit may well be negative.


Funding
I have emphasized the importance of money markets (funding liquidity) and capital markets (market liquidity) as ways to relax the settlement constraint, which confronts each country as the balance of payments constraint.  Depending on where you are in the hierarchy, money and capital markets are more or less available for that purpose.  But it is important to emphasize that that is not the only role of these markets.
Indeed, one of the most important consequences of the Global Financial Crisis was to open world money and capital markets to the Global South.  Faced with a Zero Interest Rate Policy in the North, the search for positive yield by wealth holders in the North led to quite substantial credit expansion in the South, largely denominated in dollars.  Some of this no doubt merely relaxed settlement constraints temporarily, but a substantial portion was longer term and so possibly funded economic development.  The diagram below draws on Kindleberger’s concept of a life cycle of economic development that shows up in changing patterns of cash flow, in and out.  Reference Table 2, which shows borrowing by the South and accumulation by the North, with the offshore dollar system fulfilling the “bank of the world” function that the United States unilaterally rejected back in 1971.  
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Note well that when we say that a young debtor country is borrowing, that does not exclude the possibility that it is also lending by accumulating foreign reserve holdings, i.e. hoarding money, and the same goes for everyone else as well.  More generally, gross financial flows are an order of magnitude larger than net and this is important because it is gross exposure that determines liquidity risk.  It is the gross maturing promises to pay (cash outflows) for which each country is responsible, and must anticipate meeting even if anticipated cash inflows do not materialize.  Just so, in Table 2, the EME is both borrowing and hoarding, and we do not specify which is the larger number so that in principle the current account could be either surplus or deficit.  Similarly, Japan is both borrowing (short term) and accumulating (long term), while France is both accumulating (short term) and dishoarding.
In all three cases (EME, Japan, and France), the motive for the gross flows is not so much the need to settle a current account deficit or surplus, but rather considerations of portfolio management, i.e. matching anticipated cash inflows and outflows in the future.  For our purposes, the important point in all of this is that interest rates and asset prices are determined by the global mix of countries at different stages of economic development and by their differing strategies of portfolio management.  These jointly determine the interface of each country with the global monetary and financial system, and it is the global mix of these interfaces that determines global interest rates and asset prices.  In the money view, we think of interest rates and asset prices as determined proximately by the economics of the dealer system, but behind the scenes is the outside spread which is determined by the larger ecosystem balance between countries at different stages of economic development.
This same dynamic we imagine taking place inside individual countries as well.  Households have their own financial life cycle, borrowing when young, repaying and then accumulating during their middle years, and then liquidating in old age.  And so do businesses with start-ups operating on borrowed funds, and mature industries paying out dividends as they yield the stage to others.  Thus, inside each country there is an ecosystem of ultimate borrowers and lenders, which then interfaces with the global ecosystem where prices are determined.  These global prices are then the facts that individual borrowers and lenders, households and businesses, take as given in their own life cycle financial journeys.



Financial Intermediation
Gurley and Shaw (1960) were impressed by the variety of financial intermediation growing up during their time, especially insurance companies (which held bonds against insurance liabilities) and pension funds (which held equities against pension liabilities).  And they wanted to insist that banks were similarly financial intermediaries, holding loans against monetary liabilities.  Following them, we can adapt Table 1 by separating the one big bank into a variety of different financial intermediaries as follows:

Table 7
Financial Intermediaries					Rest of World
	Assets
	Liabilities
	Assets
	Liabilities

	
Short term lending
Long term lending
	Demand claims

Bank equity
	Demand Claims

Bank equity
	
Short term borrowing
Long term borrowing

	Long term lending
	Insurance policies
Insurance equity
	Insurance policies
Insurance equity
	Long term borrowing

	Equities
	Pension DB liabilities
Pension equity
	Pension DB assets
Pension equity
	Equities



Here the first line is banking, the second insurance, and the third pensions.  
The rise of modern financial theory, in the years after Gurley and Shaw were writing, made people realize that intermediaries which offered different risk exposures to their creditors and their debtors were in fact simply shifting the difference to their equity holders.  One of the consequences of that realization was the rise of the mutual fund, which passed risk through more transparently.  Just so, money market mutual funds, bond mutual funds, and equity mutual funds arose to compete with traditional banks, insurance companies, and pension funds.  Similarly term insurance policies rose relative to so-called whole life policies, and defined contribution pension plans rose relative to defined benefit pension plans.

Financial Intermediaries					Rest of World
	Assets
	Liabilities
	Assets
	Liabilities

	Short term lending
	MMMF shares
	MMMF shares
	Short term borrowing

	Long term lending
	Bond fund shares
	Bond fund shares
	Long term borrowing

	Equities
	Stock fund shares
	Stock fund shares
	Equities



Here we see that this new kind of financial intermediary is more like direct finance than indirect finance, in the sense that the terms of its assets are directly passed through in the terms of its liabilities.  All the mutual fund does is to provide diversification, perhaps some asset management, and perhaps easier entry and exit.  Note well however that, precisely because the mutual fund form passes everything through, it offers no opportunity for agents as a whole to offer different terms in their gross borrowing and gross lending, as banking (and insurance and pension funds) did.  Mutual funds were about carving out the matched book in the one big bank.  You can carve out a lot of matched book from the one big bank, but there is always going to be something left.  The reason is liquidity preference, a preference for locking in cash inflows in the short term and pushing off promised cash outflows to the longer term, a preference that arises from the settlement constraint.
The relevance of all of this for our macroeconomic concerns comes from its importance for the capital funding channel of reflux.  Banks create credit by expanding their balance sheets on both sides, but the question then arises how this new credit will be funded.  Financial intermediation is all about answering that question.  Multiplication of types of financial intermediation offers holders of newly created cash balances multiple uses for those new sources, and so multiple channels of reflux for the newly created flux.  Inevitably however liquidity preference means that wealthholders in general prefer to borrow longer than they lend, and that means that the financial infrastructure in general has to borrow shorter than it lends, shouldering the liquidity risk that wealthholders prefer to hedge.
Here we find the origin of so-called shadow banking, which for present purposes we define as money market funding of capital market lending.  A newly created mortgage loan can be funded with a money market mutual fund share, and a newly created EME bond can be funded with Eurodollar deposits held as central bank reserves, for a price.  That price is the price of liquidity risk.  
A monetary theory of interest
The foregoing suggests that the settlement constraint systematically distorts asset prices relative to the standard equations [1]-[3].  In the money view, liquidity considerations are systemic factors, macroeconomic not just microeconomic, that factor into the structure of warranted asset prices, not just jiggles around that structure.  We have been thinking of dealers as a specific kind of speculator, specializing in profiting from deliberate exposure to liquidity risk, in effect selling the liquidity that everyone else wants to buy.  To do so, they promise specific time-dated cash outflows without at the same time arranging corresponding specific time-dated cash inflows, and they do it deliberately, on purpose.
And then time happens.  Future promises become present cash commitments which need to be settled, and by construction present cash inflows are insufficient.  By construction, exposure to liquidity risk means a structural deficit at settlement, and there are logically only three ways to meet it:  dishoarding, borrowing, or liquidation.  By construction, borrowing is the main anticipated means, since dishoarding would require excessive holding of reserves, and liquidation would involve excess exposure to fire sale price risk.
Each day thus begins with maturing promises to pay that, by construction, need to be rolled over, but which rollover has not, by construction, yet been arranged.  The business of liquidity supply , which involves deliberate time mismatch of cash inflow and outflow, thus by construction involves a necessitous liquidity demand at the moment of settlement, every single day.  The overnight rate of interest is the price of putting off settlement to the next day, and in the money view it is a market price, a macroeconomic price, and a global price because settlement is ultimately global.
In the money view, the overnight rate of interest is inherently a monetary phenomenon.  It is not about the time preference of households, nor the profit opportunities of firms, but rather about the pattern of deficits and surpluses showing up at settlement.  Deficit agents seek surplus agents, and agree on a price for pushing settlement to the next day.  That price is the overnight rate of interest.  In the money view, the overnight rate of interest is a kind of significant statistic  that summarizes the state of the economy-wide match between cash inflow and cash outflow.
The overnight rate is about settlement, but its implication reverberate through the entire structure of asset prices, and hence throughout the entire economy at large.  If surplus agents are reluctant to lend, then deficit agents are forced to liquidate instead, so the mismatch moves asset prices more generally, not just the overnight rate.  More generally, overnight rates are transmitted to term rates in the money market by the dealers who are borrowing overnight and lending term.  And term rates are transmitted to asset prices in the capital market by dealers who are borrowing term in order to fund their holdings of capital assets.
In the money view, all asset prices are fundamentally money prices, but that doesn’t mean that there is no “real” basis for them.  The point is that that “real” basis is only the outside spread, not the inside spread, and it is the inside spread that determines the prices we actually see in the world outside the window, the prices at which we actually can and do transact.  From this point of view, the economist’s impulse to focus attention on this “real” basis can understood as an attempt to put bounds on the volatility of realized price; that is exactly what the outside spread does.  The problem is that in practice these bounds turn out to be rather wider than might be hoped, leaving plenty of scope for volatility, disruption of dealer market-making activity, and hence fragility of the infrastructure so necessary for a market economy to function.  Here we find the origin of the desire, nay necessity, for management.  
The point is that promises to pay are promises to pay cash which is the liability of a bank, ultimately a central bank, ultimately the central bank that issues the key currency.  Because of this, the central bank that issues the key currency can also serve as global lender of last resort; when deficit and surplus agents cannot find each other and agree on a price, they can meet instead on the balance sheet of the central bank which acts as intermediary between them.  The point to emphasize at this moment is that this backstop is not just a matter of crisis times, but also normal times, indeed the daily settlement.  The policy rate of the central bank creates the outside spread (for the Fed typically 50 basis points on either side) which puts bounds on the volatility of the overnight rate, which bounds then reverberate into the term money market and long term capital market.  The ability of the central bank to influence the overnight rate is the source of its leverage over the economy as a whole.
Long ago, at the birth of macroeconomics, Knut Wicksell (1936) proposed an image of interaction between the money rate of interest and what he called the natural rate of interest.  In his construction, this interaction about the connection between nominal and real, and determined the course of the price level, inflation and deflation.  If the money rate is below the natural rate, the result is inflation; if the reverse, then deflation.  In the modern money view, we focus not so much on eventual effects on the price level of goods and services, but rather on the much more immediate effects on prices in money markets and capital markets, more immediate because of arbitrage and the central role of dealers in those markets in facilitating that arbitrage.

Chapter 3:  Managing Money
Instability is inherent, and so are certain mechanisms of stabilization as the system swings from elasticity to discipline and back again, from flux to reflux and back again.  But there is no particular reason to expect that these inherent fluctuations are optimal; indeed the stabilization mechanism seems empirically to be definitely suboptimal, as evidenced by asset bubbles on the way up and default cascades on the way down.  And even if these extremes could somehow be avoided, there is the additional problem that swings involve not only fluctuations in the quantities and prices of credit of various kinds, but also in aggregate income and employment which, under present political arrangements, inevitably leads to an interest in management.  Just so, although monetary economics itself has ancient roots in banking practice, the field of macroeconomics is relatively recent, having its origins in the managerial state.  
To fix ideas, we might date the origins of macroeconomics to the worldwide depression of the 1930s, and specifically to Keynes.  His Treatise on Money (1930) can be read as a culminating work of a previous age, while his General Theory of Employment, Interest and Money (1936) can be read as the seminal work of the subsequent age.  I mention Keynes advisedly, as his example shows clearly that macroeconomics was not in fact a genuinely new field, but rather built on the foundations of existing monetary economics (see Laidler 2010).  In the General Theory however these foundations are not very much in evidence, so readers have tended to miss them, imagining that the Keynesian Revolution discarded rather than built on those foundations.  
As a consequence, later readers of the General Theory tended not to appreciate its origins in monetary economics, and so emphasized its discontinuity with the past.   “How to the Pay for the War” (Keynes 1940) became the iconic layman’s version, and postwar macroeconomics built on that, more or less ignoring the Treatise.  And why not?  The worldwide depression, and subsequent exigencies of war finance, had transformed the global monetary and financial system.   During the war, relations between countries were relations between states, not between banking systems, and then after the war domestic banking systems simply shifted from one state finance priority (war) to the next (reconstruction).   For a long time, the Keynesian Cross seemed to be as much Keynes as anyone needed.
And then, when postwar recovery eventually extended to private money markets and capital markets—say 1958 when European currencies returned to convertibility--academics looked back to Hicks (1937) and Modigliani (1944) for clues about how to add money to the picture, and so for a while IS-LM seemed to be all the Keynes anyone needed.  And then, when global capital flows restarted, we got Mundell-Fleming and the IS-LM-BP.  All of this I have called “monetary Walrasianism”, and all of it is subject to the so-called Hahn Problem, namely that the Arrow-Debreu formalization of Walrasian general equilibrium has no place in it for money (Hahn 1965, 1985), so monetary Walrasianism has no satisfactory foundation.  But policymakers needed something, and so economics supplied various things, pragmatism trumping analytical nicety. 
For our purposes, the empirical failure of the expectations hypothesis, and also of uncovered interest parity, are orienting problems, since both go to the heart of the monetary transmission mechanism.  Central bankers have a lot of direct control over overnight interest rates, but economic behavior such as production and consumption takes place over a longer time horizon, and therefore responds to longer term prices and exchange rates.  EH and UIP are theories about those things, but they seem not to hold empirically.  Why not?
The standard answer seems to be about expectations and credibility.  Here is Blinder (1998, 61):
Finally, traders in financial markets—even those for long-term instruments—often behave as if they have ludicrously short time horizons, whereas maintaining a long term horizon is the essence of proper central banking….traders dealing with 30-year bonds behave as if they were trading, say, a one-year instrument.
What concerns him in this passage is the high correlation between movements in short rates (one-year Treasury) and long rates (30 year Treasury).  If long rates are just the expectation of future short rates, then current short rates should not move current long rates as much as they do.  The answer, so Blinder suggests, is for the central bank to provide a better anchor for long term expectations, through a credible inflation-fighting stance that markets project into the future.  
In this way, standard economics interprets the liquidity preference that comes from the settlement constraint as instead arising from irrationally short term expectations horizons.  And it follows that one of the goals of policy should be to shift private horizons longer term, as a way of reducing the short term volatility of long-term prices.  In this way of thinking, the forward rates implied by current spot prices should be unbiased predictors of future rates, both interest rates and exchange rates.  The fact that they are not is an indictment of the markets in which current spot prices are formed, a kind of market imperfection that policy can and should attempt to counter.  The price of liquidity should be zero, and maybe will be zero in some future world.  
In the money view, by contrast, we do not see liquidity preference as irrational.  The settlement constraint is a very real constraint on economic behavior, both today and looking forward, and agents are well-advised to take it into account.  Even more, the current price of promises to pay in the future is formed in dealer markets.  From a money view perspective, it is not at all surprising to find dealers treating 30-year bonds similarly to one-year bills.  For both instruments, the dealer’s problem is to find a bid-ask spread that produces an order flow that keeps their position inside their position limits.   It is the outside spread presumably that takes the longer view, but it is the inside spread that is the observable price, and the inside spread moves around depending on the position of profit-seeking dealers.  
All of this leads to a somewhat different conception of monetary transmission, and hence also money management.  In the money view, the price of liquidity is doing something macroeconomic, perhaps sometimes overdoing it on both the upside and also on the downside, but there is no reason to think that the price should be zero, or even could be zero in some future world.  But what should it be, and what are the implications for central bank management of the overnight rate?

The Central Bank as Hybrid
The money view brings in the state through its analysis of hybridity, and specifically the different forms that hybridity takes depending on where you are in the hierarchy of international money.  Graph 2 presented earlier depicts the hierarchy, which we now supplement with Graph 5 below showing the hierarchy of hybridity.






Graph 5
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At the top is the USD, which importantly is largely a private liability of global banks which operate outside the United States as well as inside.  Have in mind here the Eurodollar and Eurobond markets, where the global prices of money and capital respectively are determined.  But even here the market is hybrid because domestically, inside the United States, the overnight rate of interest is determined as a matter of policy by the Fed.  
In principle this overnight rate could be private, and it is worth thinking a bit about how that would work, if only as background for understanding why it is not in practice left to be determined privately.  For this purpose we need to bring back in the settlement constraint, introduced at the very start of this paper.  There we saw that private borrowing and asset liquidation are alternatives to cash reserves as a way of meeting a binding settlement constraint, and that now suggests that the associated prices of money are determined in part by the pattern of payments.  Just so, we said that the surplus agents need to be “convinced” to lend or buy by means of an attractive price, and that the banking system can use its power to create money to facilitate that process.  
Apparently there is a Treynor model here, operating at the very shortest end of the system, determining the price of delaying settlement, which is to say the overnight rate.   In financially developed economies banks operate as dealers in the payment system, creating and absorbing means of payment as required, flux and reflux both.  As a consequence the market overnight rate (think Fed Funds in a previous time, RP today) fluctuates less than it otherwise would because of the banking system’s willingness and ability to absorb fluctuations in the pattern of payments on its own balance sheet.  
And always waiting in the wings is the central bank and its discount window, priced as a spread over the policy rate.  The fact that the central bank announces a policy rate may thus itself affect market rates, as profit seeking banks operate within the outside spread created by the Fed.  Or the central bank may itself intervene to supply or absorb reserves as needed to keep market rates in the vicinity of the policy rate.  Either way, the important thing to hold on to here is that the settlement constraint lies behind the determination of prices in both money markets and capital markets.
Given overnight rates, three-month money market rates and 10 year bond rates are determined in normal times by the operation of dealers in those markets.   Globally these are dollar markets.  Offshore Eurodollar and Eurobond markets are kept in the vicinity of onshore markets by arbitrage, with deviations operating to defend spot settlement at par between onshore and offshore.  
[image: ]

Things are different however farther down the hierarchy, even in the Global North.  Non-dollar money and capital markets are kept in the vicinity of dollar markets by arbitrage, but with the extra degree of freedom to allow spot exchange to absorb some of the pressure, not just forward prices.  Liquidity swaps between central banks also establish an outside spread within which FX dealers operate.
And farther down, the Global South relies much more on owned reserves, often held in money market instruments that need to be sold in order to be spent.  Bilateral swaps, using these reserves as collateral, have in the past offered a bit of elasticity.  Most recently the Fed has created the FIMA repo facility which accepts Treasury collateral for RP borrowing.
The figure below shows the present state of affairs with respect to the international lender of last resort, with the shaded area indicating the extent of Fed support at each level of the system.   Note that we have added a Treynor diagram for the overnight rate, and that we now quote the capital market in price terms, not yield.  The point to hold on to in all of this is that US monetary policy is global monetary policy, transmitted from overnight to money markets and capital markets, and from dollar markets to non-dollar markets by the operations of dealers, both private and public.  Let me emphasize the latter.  In the money view we understand banks as money market dealers, and hence central banks as well.  The diagram shows normal times, when the Fed sets the overnight policy rate only, but otherwise makes an outside spread inside of which profit-seeking banks operate.
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